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A B S T R A C T

Publications in top journals today have a powerful influence on academic careers although there is much criticism of using journal rankings to evaluate individual articles. We ask why this practice of performance evaluation is still so influential. We suggest this is the case because a majority of authors benefit from the present system due to the extreme skewness of citation distributions. “Performance paradox” effects aggravate the problem. Three extant suggestions for reforming performance management are critically discussed. We advance a new proposal based on the insight that fundamental uncertainty is symptomatic for scholarly work. It suggests focal randomization using a rationally founded and well-orchestrated procedure.

1. Introduction

Publication in peer-reviewed scholarly journals has today become the currency of performance for the evaluation of scholars, departments, faculties, and universities. Journals are ranked according to quality criteria, most importantly the journal impact factor. It is defined as the mean number of citations in a particular year of articles published in that journal in the previous two years or five years. Some journals are ranked according to journal quality lists, such as the Association of Business Schools (ABS) Guide in Great Britain (e.g. Mingers and Willmott, 2013) and the “Top Five” in economics (e.g. Hamermesh, 2018). It has been empirically demonstrated that the “Top Five” have a powerful influence on tenure and promotion decisions and has even been denounced as the “tyranny of the top five” by a Nobel Prize laureate (Heckman and Moktan, 2018). Journal quality lists rely not only on journal metrics but also on qualitatively informed indicators of reputation. In both cases, the quality of a journal is widely believed to reflect the quality of any article published therein. Originally designed to evaluate scientific journals, today journal quality lists and impact factors are increasingly used to evaluate individual articles and authors. They strongly influence decisions on tenure, research funding, and the pursuit of career goals. For example, the British ABS Academic Journal Guide claims to give scholars “a recognized currency on which career progress can be based” (ABS The Association of Business Schools ABS, 2015: 5). In many academic institutions, scholars receive a financial bonus for a publication in one of the top journals (e.g. Fuyuno and Cyranoski, 2006; MacDonald and Kam, 2007; Shao and Shen, 2011).

However, this practice has been strongly criticized for several years (Seglen, 1997; Moed and Van Leeuwen, 1996; Laband and Tollison, 2003; Starbuck, 2005; Oswald, 2007; Singh et al., 2007; Adler and Harzing, 2009; Frey and Rost, 2010; Baum, 2011; MacDonald and Kam, 2011; Mingers and Willmott, 2013; Alberts, 2013; Osterloh and Frey, 2014; Wilson et al., 2015; Martin, 2016; Larivière et al., 2016; Berg, 2016; Callaway, 2016; Waltman, 2016; Wang et al., 2017), even by Eugene Garfield, the inventor of the impact factor (Garfield, 1973). The San Francisco Declaration on Research Assessment (DORA (San Francisco Declaration on Research Assessment) and DORA, 2012), which has been endorsed by many leading institutions, clearly states: “Do not use journal-based metrics, such as Journal Impact Factors, as a surrogate measure of the quality of individual research articles, to assess an individual scientist’s contributions, or in hiring, promotion, or funding decisions.” The recently released “Statement by three national academies (Académie des Sciences, Leopoldina and Royal Society) on good practice in the evaluation of researchers and research programmes” also asserts that “[i]mpact factors of journals should not be considered in evaluating research outputs”. Nevertheless, to date, these critiques have not diminished the impact of either impact factors or journal quality lists. Instead, journal rankings have become more widespread and increasingly important for academic careers and research funding (e.g. Harzing, 2015; Martin, 2016; Vogel et al., 2017). Top-tier journals have become the ultimate fetish token (Willmott, 2011) for many scholars. According to a survey of the perceptions of young economists the pursuit of top journal publications “has become
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This paper has two aims. The first is to understand why impact factors and journal lists are still so influential to evaluate individual papers even though they are strongly criticized by many influential scholars and institutions. This criticism is based on the highly skewed distribution of citations in scholarly journals. Why are impact factors and journal lists not abolished as proxies for the quality of single articles? Second, while the criticisms of this practice are many, few suggestions have been made for changes at the institutional level to overcome the problem. We discuss such proposals and present a novel, radical proposition: purposeful focal randomization. To our knowledge, this is the first proposal for change using the insight that uncertainty is fundamental to research, translating it into performance management.

The second section of this paper complements the literature that questions the use of impact factors and journal quality lists to evaluate individual articles because of the strong skewness of citations in scholarly journals. We ask whether the citation rates of articles accumulated over five years are more useful in evaluating publications than yearly citation rates. We show empirically that this is not the case. There is still a substantial overlap in the distribution of citations between high-, middle- and low-ranked business journals. In the third section, we inquire why impact factors and journal quality lists have not been abolished even though they have attracted such strong criticism. We argue that this is mainly due to the fact that the majority of authors benefit from journal quality lists, which is aggravated by the “performance paradox” and lock-in effects. In the fourth section, we discuss proposals on how the present unsatisfactory situation can be overcome by changes at the institutional level. We present and discuss our own proposal.

2. Skewed distributions of citations

The use of journal lists to evaluate the quality of research – whether derived from metrics or qualitatively-informed indicators - takes for granted that publishing in a “good journal” is a signal of “good research”. The most influential journal rankings today rely largely on the two-year journal impact factor (JIF) published by Clarivate Analytics (formerly Thomson Reuters), which owns and publishes the Journal Citation Reports (formerly known as the ISI Web of Knowledge).3 The JIF was originally developed to help librarians identify the most important journals (see Archambault and Larivière, 2009) according to the numbers of citations of the articles published in those journals. The use of citation counts as a performance indicator has its own problems (e.g. Starbuck, 2005; Adler and Harzing, 2009; Macdonald and Kam, 2010). To take citations as a proxy for quality is questionable. At best it can inform us whether an article can be considered interesting – be it as a proxy for quality or for other reasons – must ex ante have accepted that citations matter, because impact factors are based on citations.

It is questionable using the impact factor as a quality indicator for a whole journal, but it is a clear misuse employing the impact factor of a journal as a quality indicator for a single article in that journal. This is due to the highly skewed distribution of citations.4 Nevertheless, such

3 In addition, many other criticisms have been leveled at the robustness of the misuse has not decreased (e.g. Heckman and Moktan, 2018), although an increasing number of studies argues that scholars should abolish it.

An impressive example of the misuse of impact factors was published recently in Nature (Callaway, 2016). This article refers to a study considering the natural sciences (Larivière et al., 2016), which reveals that 74.8 percent of the articles published in Nature (2015) were cited below the 2-year impact factor of 38.1, which reflects the average number of citations for articles in that journal. The most cited paper was referenced 905 times. Three quarters of authors benefit from the minority of authors with many citations. The equally renowned journal Science shows almost the same result: 75.5% of the papers published in 2015 garnered less than the impact factor of 34.7. The most successful paper was cited 694 times.

A similar pattern was demonstrated earlier in the field of organization and management by Baum (2011). He examined five journals6 and collected the citations per year in 2008 of articles published from 1990 to 2007. He concludes that the impact factor has little credibility as a proxy for the quality of an article published in these journals. Using the JIF in such a way results in incorrect attribution of article quality more than half the time. Only a small correlation was found between the number of citations for an individual article and the impact factor of the publishing journal. Baum (2011) firmly recommends that we need to stop this misuse.

Many other influential scholars7 and academic institutions have banned the use of JIFs as proxy for the quality of a single article, notably the International Mathematical Union (2008), the San Francisco Declaration on Research Assessment (DORA (San Francisco Declaration on Research Assessment) and DORA, 2012), the Leiden Manifesto (Hicks et al., 2015) and the Metric Tide report (Wilson et al., 2015).

Yearly citation rates and short-term citation windows might be too narrow to evaluate the impact of articles measured by citations. Annual citation rates typically peak after three to five years (International Mathematical Union [IMU], 2008: 7; Mingers, 2008). However, the accumulation of citations across several years shows a less skewed distribution; this might justify evaluating individual articles by the journal in which they were published. Therefore, we undertake a citation analysis of individual articles and use cumulative citations per article over a five-year period, starting in the second year after publication. In contrast to the five-year Journal Impact Factor, we do not consider citations in the year immediately after publishing, because there is typically a citation lag. Instead, we take all articles published in 2010 in nine management journals and add all citations gained per article during the five years from 2012 to 2016. By doing so, we avoid the weakness of short citation windows (Martin, 2016) that favor “shooting stars” over “sleeping beauties” (Mingers, 2008). However, the period is short enough to avoid significant general changes in citation behavior.8 We take into account three top-tier journals: The

(footnote continued)

journal impact factor, such as that JIFs are field specific, vary with the type of paper, include self-citations, can be manipulated, and are calculated from data that are neither transparent nor openly available to the public; see Martin (2015; 2016).


7 See most prominently the panel discussion among five famous economists (Georges Akerlof, Angus Deaton, Drew Fudenberg, Lars Hansen, James Heckman), among them four Nobel Prize laureates, at the American Economic Association Annual Meeting January 7, 2017 in Chicago on “Publishing and Promotion in Economics: The Curse of the Top Five”, https://www.youtube.com/watch?v=PqDKMQNX2M4.

8 Conversely, it has been shown that articles that are not cited within five years are unlikely to be remembered later (Gittelman and Kugot, 2003).

9 Citation practices have evolved over time. Citations per article approximately doubled between 1980 and 2004 (see Wallace et al., 2009). In management journals, impact factors have evolved accordingly, see e.g. Walsh.
Academy of Management Review (AMR), The Journal of Management (JM), and The Academy of Management Journal (AMJ), which take the first three positions out of 121 ranked by impact factor in the Business category in 2017. As a comparison, we analyze three middle-ranked Journals (ranked 49 to 51): Research-Technology Management (RTM), Small Business Economics (SBE) and Journal of Engineering and Technology Management (JET-M), and three low-tier journals (ranked 99 to 101): The Asia Pacific Business Review (APBR), The Journal of Business Economics and Management (JEBM), and Organisation Dynamics (OD).

We count the citations of all 348 articles published in these journals in 2010 from 2012 up to 2016.

Figs. 1 and 2 show the number of articles published in these journals in 2010, the number of citations over the five-year period 2012–2016, the citations per article, and the average number of citations per article. Table A1 in the appendix shows the statistics.

In Fig. 1 the yellow line indicates the citation patterns of the high-ranked journals AMR, JM, and AMJ, comprising 149 articles and 10,294 citations. They reveal that there is still a skewness and a long tail of the distribution, even when we consider cumulative citations across five years starting with the second year after publication. The most cited article draws 314 citations, more than four times the average citation rate of 69. A large majority of contributions—no less than 64.4%—are cited below average.

The red line indicates the citation pattern of the middle-ranked journals RTM, SBE, and JET-M. In total, in these journals 110 articles have been cited 1505 times. This distribution is also skewed due to the fact that 12 articles have not been cited at all, but one single article has been cited 144 times. The average number of citations is 13.7; 67.3% of the articles are cited less than the average.

In Fig. 2, the red line reproduces the citation patterns of the middle-ranked journals (as in Fig. 1). The blue line indicates the distribution of the 94 articles and 641 citations in the low-ranked journals APBR, JEBM, and OD. The citations are also strongly skewed and have a long tail. Of course, the number of citations is much lower than in the high- and middle-ranked journals; the average number of citations being 7.6. Five articles are cited more than 30 times, the maximum is 61. In this group, 65.5% of the articles are cited less than the average.

There is a considerable overlap in the citation distributions between the high-, middle- and low-ranked journals. The least cited article in AMR received 15 citations, in AMJ 12 citations, and in JM 1 citation. To attribute an article that receives 143 citations in a middle-ranked journal (or 61 citations in a low-ranked journal) to be less important than an article cited 1, 12 or 15 times in a high-ranked journal is questionable. One could even argue that being cited from a middle or low-ranked journal has to be valued more highly than being cited from a top journal, since it is harder to be noticed in a low-impact journal (Balaban, 2012).

To sum up, many articles whose frequency of citation is high were published in less well-ranked journals, and vice versa. As we have demonstrated, this is not only true for short-window citations, but also with cumulative citations across five years starting with the second year after publication. Therefore, it is highly problematic to equate publication in “good” academic journals with “good” research and to consider publication in low-ranked journals automatically as signifying less good research.

3. Why are journal rankings still so influential?

Despite the strong criticism, many scholars believe in journal rankings and have even internalized them as part of their identity (Alvesson and Sandberg, 2013). Publishing in a high-impact journal has become far more important than the content of research (e.g. Frey, 2009; Mingers and Willmott, 2013). This might be why the reward center in the brain of authors is activated when they expect a publication in a top journal (Paulus et al., 2015).

Could it be the case that impact factors and journal lists are still so influential because they possess positive qualities that outweigh their disadvantages? Advocates of the “paper quality theory” (Mingers and Xu, 2010) argue in this vein that top journals have more qualified reviewers and have editors who are better able to select promising articles than those of less highly ranked journals. This is certainly correct for journals on average. It is exactly what the JIF establishes, provided citations are taken as a proxy for the scholarly influence of a paper. Moreover, high journal rankings of management journals not only display some discriminatory power in interdisciplinarity, theoretical diversity, and (recombinant) innovativeness (Vogel et al., 2017; but see Wang et al., 2018), but also indicate a minimum threshold of quality. High impact factors also correlate with high rejection rates and thus stronger competition (e.g. Haensly et al., 2008). Further, the strongest driver of citations in management journals is the ranking of the journal itself (Mingers and Xu, 2010), which might be interpreted as a signal of the quality of high-ranked journals.

However, there are two arguments against the “paper quality theory” which assumes that high-ranked journals publish only the best papers (Mingers and Xu, 2010). First, although top journals on average publish more highly cited articles, there is a great deal of randomness in their editorial selections (Rothwell and Martyn, 2006; Bedeian, 2003; Starbuck, 2005; Siler et al., 2015). As discussed, the great majority of articles published in top-tier journals are cited far below the impact factor of the publishing journals. Most articles are cited little. This suggests that even the best referees and editors are able to assess the future impact of an article to only a limited degree. Reviewers’ ratings of impact correlate only 0.14 with later citations for published articles (Gottfredson, 1978; Starbuck, 2015). The reason is not any lack of expertise or fairness, though biases may play a role (e.g. Bornmann, 2011). More importantly, it is a consequence of fundamental uncertainty in research (Bush, 1945; Dasgupta and David, 1994; Nelson, 1959, 2004; Stephan, 1996); that is, possible innovations are unknown, outcomes and alternatives are ambiguous, serendipity is ubiquitous, and individual ambiguity-aversion differs much (Krahnen et al., 2014). Such uncertainty is demonstrated by inconclusive reviews (Nightingale…)

(footnote continued)

(2011). This problem arises when considering Oswald’s (2007) study, which analyzed the cumulative citations of articles in six journals in economics across 25 years. He found that five articles in two top journals had not been cited once during that time, whereas some articles in lower-ranked journals were cited 43 to 199 times. See also Antonakis et al. (2014). They found that 7 percent of all articles published in The Leadership Quarterly from 1990 to 2012 were never cited.

10 The two-year impact factors of these journals in 2017 are 9.4, 7.7, and 7.4, respectively.

11 The two-year impact factors of these journals in 2017 are 1.796, 2.857 and 2.686, respectively.

12 The two-year impact factors of these journals in 2017 are 1.0, 0.97, and 0.93, respectively.

13 This does not mean that we agree with the assumption that high citation rates are a measure of scholarly quality. Instead, we intend to demonstrate that if one adheres to impact factors one has agreed ex ante on citation as a proxy of quality.

14 We concentrate on journal rankings according to the JIF. Other kinds of journal list such as the British ABS list and the h-index for journals might lead to different journal rankings. In particular the h-index for journals provides a more accurate measure of journal quality than JIF (Herzog and van der Wal, 2009; Martin, 2015). However, the problem remains that evaluating single articles based on the quality of the publishing journal leads in the majority of cases to incorrect assessments, due to the skewed distribution of citations (e.g. Hamermesh, 2018).

15 In the sense of Knightian uncertainty (Knight, 1921), see e.g. Dosi et al. (2006).

16 that, is search might lead to results far from the expected ones.
and Scott, 2007), low prognostic quality of reviews and low interrater reliability between the judgments of peers (Peters and Ceci, 1982; Starbuck, 2005, 2015; Bornmann, 2011; Nicolai et al., 2015). It is also indicated by empirical findings on the "luck of the reviewer draw" (Cole et al., 1981; Bornmann and Daniel, 2009), which in many cases is decisive for the acceptance or rejection of a grant proposal or paper. This phenomenon is illustrated by rejections of articles by authors who later won the Nobel Prize (Gans and Shepherd, 1994; Campanario, 1996; The Guardian, 2013). This is not very often the case. However, Campanario (1995, 2009) discusses no less than nineteen Nobel class papers in the natural sciences that were rejected or had major difficulties during the review process.

Second, the journal effect theory (Mingers and Xu, 2010) argues that journal rankings activate strong Matthew effects, by which “success breeds success” (Merton, 1968; Starbuck, 2005; Espeland and Sauder, 2007). The high rank of a journal attracts more readers and thus more citations, which leads to a circular causality. This means that, in contrast to what Garfield (1973) intended, the impact factor of a journal has a considerable impact on the average citation rate. This consequence was shown in a natural experiment by Larivière and Gingras (2010). Duplicate articles published in high-ranked journals produced twice as many citations on average as their identical counterparts in lower-ranked journals.

Summing up the arguments, many influential scholars and institutions are justified in their assertion that - as the International Mathematical Union stated - classifying articles according to the ranking of the journals in which they were published is an “insidious misuse” (IMU, 2008: 9). Nevertheless, the role that impact factors and journal quality lists play in the evaluation of single articles has not diminished (e.g. Heckman and Moktan, 2018; Vogel et al., 2017). Baum (2011: 464) statement is still valid: “Typically, a measure found to be ill-conceived, unreliable, and invalid will fall into disrepute and disuse among the members of a scientific community. Remarkably, this has not been the case with the IF among organization theorists; indeed it is, if anything, gaining attention and being applied more frequently. . . .” Why is this the case?

First, a majority of the authors whose papers are accepted for publication benefit from this measure. It is exactly the skewed distribution of citations that is beneficial for many authors. As argued, the quality of two thirds to three quarters of all articles is overestimated if they are evaluated according to the impact factor of the journal in which they were published. Thus, a majority of authors in a good journal can claim to have published well even if their work has been cited little. They are able to adorn themselves with borrowed plumes, while only a minority18 would benefit from being accepted in a higher-ranked journal. It is not surprising that the majority of winners are not inclined to abolish the present system.

Second, performance indicators tend to establish a “performance paradox” (Gupta and Meyer, 1994; Frost and Brockmann, 2014).19

---

17 In this article, Daniel Shechtman, the Nobel prize winner for chemistry in 2011, talks about the massive initial rejection of his research even by a former Nobel prize winner.

18 except the authors in the highest-ranked journal

19 The performance paradox literature argues similarly as the literature on
Indicators not only cause reactivity (Espeland and Sauder, 2007) but may also cause perverse learning or lock-in effects (Osterloh, 2010). This is the case when people focus on performance indicators but not on the performance they are supposed to indicate. They tend to improve indicators ("playing to the test") without improving the performance characteristics the indicators are designed to measure. This practice may even worsen performance, for instance by goal displacement (Ordónez et al., 2009), gap-spotting research (Alvesson and Sandberg, 2013), and ranking games (Osterloh and Frey, 2014). Once a certain performance indicator has become established, people who have gained success with this indicator will make a strong effort to maintain its relevance, even if it has been proven to be misleading.

Such lock-in effects are reinforced by ever-growing bureaucracies. In many universities, report and reward systems are established that are aligned to journal rankings and impact factors. Research administrators increasingly allocate budgets and funds according to these criteria (e.g. Laudel, 2006; Bleiklie et al., 2015). Because funding inequality has increased strongly (Zhi and Meng, 2016; Katz and Matter, 2017), authors, deans, and research communities have “to play the game” (Macdonald and Kam, 2007; Frost and Brockmann, 2014). As a consequence, a ranking bureaucracy and even a ranking management industry have emerged (Mingers and Willmott, 2013).

Lock-in effects are also reinforced by adaptive expectations. Organizations’ members are willing to adopt certain measurement criteria when they assume that others do so. If scholars expect influential scholars or committees to use impact factors as a proxy for quality, they adopt these criteria for their own work. They also direct their attention accordingly. A self-fulfilling prophecy may set in (Ferraro et al., 2005; Espeland and Sauder, 2007).

Lock-in effects might also be strengthened by the fact that the information about the acceptance of a paper is available earlier than that about citation counts. In contrast, citation counts as a proxy for quality need several years to make any sense. The impact factor of a journal provides scholars seemingly with a speedy quality indicator, in particular because impact factors are freely available.

Lastly, it might be argued that no suitable alternatives exist to impact factors and journal lists, which are easy to handle.21 Because time and resources are limited for assessing the huge amount of research we face, heuristics to select what to read are desirable. However, heuristics may be misleading. As we have demonstrated, this is the case when using quality indicators of journals (such as JIF or quality lists) to evaluate particular articles. We therefore focus on institutional changes inducing the use of more helpful heuristics.

4. Proposals for change

Although the use of journal rankings has been widely criticized, few proposals exist for changing the current practice of performance management in academia. Most concern the individual level. In particular, it has been suggested that the papers should be read instead of relying on journal rankings (e.g. Moed, 2007; DORA (San Francisco Declaration on Research Assessment) and DORA, 2012; Wilsson et al., 2015; Alberts, 2013; Berg, 2016; Heckman and Moktan, 2018). This is certainly good advice, but hard to put into practice. We first discuss three extant proposals to reform performance evaluation. We then introduce our own suggestion based on the insight that research is characterized by fundamental uncertainty. All four proposals refer to the institutional level.

A first proposal intends to change the academic journal system as a whole. It suggests to evaluate scholarly work through “open post-publication peer review” (Kriegeskorte, 2012; Osterloh and Kieser, 2015). The internet allows manuscripts to be published as they are and to be evaluated ex post. This procedure starts with the publication of a paper in an online public repository. The author asks a senior scholar to try to find two to four reviewers willing to comment publicly on the paper. This creates transparency within the reviewing process and a plurality of perspectives. Some contributions will elicit inspiring debates; others will be ignored. The papers that have inspired the most interesting discussions might be presented to a broader audience as the state of art in special issues. However, unintended consequences may occur. First, the reputation of the senior scholar and of the reviewers will have a great impact on the attention that the paper receives. In contrast, today it is the reputation of a journal that has been acquired for a long time within a research community that counts for the attention for an article. Second, since comments and reviews are conducted publicly, junior scholars may be reluctant to critique the work of senior scholars. In addition, old boys’ networks might play an undesirable role, andcronyism could arise. Ultimately, the system of open post-publication peer review could lead to a ranking of publication outlets that produces similar problems as the evaluation of single articles according to the quality of a journal.

In contrast to the first proposal the following three accept the crucial role of journals to focus on topical and relevant issues. The second proposal suggests that every journal publishing its JIF should also publish the distribution of citations (Larivière et al., 2016). In the meantime, this proposal has been taken on board by Clarivate Analytics.22 This proposal could apply to journal quality lists in general. For those who believe in citations as a signal of scholarly impact it can be used to reveal the extensive overlap between the citation distributions of different journals. It will broaden awareness of the spread of citations. It can also be used to measure how often an author’s publications are cited above (or below) the impact factors of the journals he or she has appeared in. An alternative would be to provide parameters of distribution such as median or inter-quartile ranges, but a visual representation is more powerful. This suggestion meets the demands that editors and reviewers usually make on authors to make their data traceable.23

This suggestion has the advantage of being close to current practice and therefore of being accepted widely. It should, however, be taken into account that the time frame used by JIF is too narrow to evaluate a paper’s influence.24 Moreover, the distribution of citations still relies on the questionable assumption that citations are a good measure of scholarly impact and that the present reviewing and acceptance procedures accurately reveal the “collective wisdom” (Laband, 2013) of the scientific community.

A third proposal is the publication of a manuscript on an “as is” basis (Tsang and Frey, 2007). A paper is reviewed double-blind as usual. The reviewers are given only two options when advising to the editor: to accept or reject the paper. The option to revise and resubmit is ruled out. The editor then decides whether the manuscript is published as it is or not. If the paper is accepted, then it is up to the authors to incorporate the comments of the reviewers into the paper. The editor

(footnote continued)

21 Impact factors are readily available, but unfortunately, they are not easy to check. The data used by the providers of the JIF are not open to the public, see Martin (2016).

22 There are suggestions to use other indicators than impact factors, (e.g. Rost et al., 2017) or to apply a mix of different indicators (Aguinis et al., 2014). These suggestions are welcome; however, they are not easy to handle.

23 In earlier times the data that Thomson Reuter uses to produce the JIF were not openly available, and efforts to replicate individual impact values had failed (Rosner et al., 2007, 2008).

24 This is the reason why our own analysis presented above uses cumulative citations over a five year time span.
also publishes a comment that addresses differences of view among reviewers and him- or herself. This suggestion would speed up the review process and the dissemination of new knowledge. It would unburden reviewers from evaluating revised and resubmitted papers. It also would avoid that authors feel as if they were coerced by the reviewers instead of being advised (Bediain, 2003; Frey, 2003). Most importantly, this suggestion would make clear to both the authors and the readers that being accepted by a high-impact journal is not a universal quality indicator. The editors would be burdened with a higher responsibility than today to achieve and to demonstrate the state of "organized skepticism" (Merton, 1942) and "creative disagreement" (Harnad, 1979) that is at the heart of scholarly work. But it might encourage editors to publish more imaginative studies.

Our own – the fourth - proposal to overcome the performance paradox and the lock-in effect is based on the insight that uncertainty about future success is symptomatic of scholarly work (Bush, 1945; Nelson, 2004; Stephan, 1996). This insight can be liberating (Starbuck, 2015). Therefore, we translate it into the peer review system. Uncertainty can be used to the advantage of scholarship with the following procedure:

When reviewers agree on the excellent quality of a paper, it should be accepted, preferably on an “as is” basis (Tsang and Frey, 2007). Papers perceived unanimously as valueless are rejected immediately. Papers that are evaluated differently by the referees are randomized. Empirical research has found reviewers’ evaluations to be more congruent with poor contributions (Cicchetti, 1991; Bormann, 2011; Moed, 2007; Siler et al., 2015) and fairly effective in identifying extremely strong contributions (Li and Agha, 2015). However, reviewers’ ability to predict the future impact of contributions has been shown to be particularly limited in the middle range in which reviewers’ judgments conform to a low degree (Fang et al., 2016). Such papers could undergo a random draw.

Why should contributions to which the referees do not agree be randomized? This procedure reduces the “conservative bias”, that is the bias against unconventional ideas. Referees subjectively have more information on research projects that are close to existing knowledge. Moreover, information on those contributions is more consistent. With unorthodox contributions referees have less – and usually inconsistent - information. But such ideas yield may well high returns in the future. Under these circumstances a randomized choice among the unorthodox contributions is advantageous. Brezis (2007) shows in a numerical model that the optimal ranking mechanism is to accept contributions to which all referees have agreed and to reject those that all referees have put on the bottom and the variance is high. It is the di

fluctuations of the stock market generally outperform active management based on expert predictions, a modified lottery-based funding strategy would maximize the return on society’s investment”. The suggestion of partly focal randomization of grants has already been put in practice by two big funding agencies. Other research councils share such considerations.

Our proposal applies these insights to the selection of journal articles. Disagreement among journal referee reports matters more than those among those on grant applications. In the latter case referees usually engage in extensive consultation and mutual adjustments before the final decision is made (Reinhart, 2010). Reducing the “conservative bias” by focal randomization of controversial papers not only diversifies risk of rejecting fruitful ideas, but in addition has an incentivizing effect. It encourages researchers to submit unorthodox ideas that otherwise have a hard time being published (e.g. Alvesson and Sandberg, 2013).

Rational scholars might feel uneasy with randomization mechanisms. However, with focal randomization scholars remain in power. They decide which papers are published or rejected immediately and which enter the randomization process. The purposeful use of random mechanisms in academia is not new. It played a role in the 18th century at the University of Basel. Vacant professorial chairs were filled by lot from a list of three candidates (Burckhardt, 1916; Stolz, 1986; Frey and Osterloh, 2015). At that time the main purpose was to weaken old boys’ networks. Today the main purpose is to ensure diversity that is crucial for the progress of scholarly work (Starbuck, 2015). It also serves to encourage the submission of unorthodox yet promising ideas. The “tyranny of the top five” and their role in tenure and promotion decisions is de-emphasized, and the signaling function among a diversity of journals is redistributed. These goals are explicitly stated by Nobel Prize laureate Heckman (Heckman and Moctan, 2018: 54). Moreover, Matthew effects and lock-in effects are mitigated.

Our proposal moreover unburdens editors considerably from the problem of dealing with low interrater reliability and contradictory reviews. In contrast to the unintended randomness attributed to the peer review process (e.g. Peters and Ceci, 1982; Starbuck, 2005; Bormann and Daniel, 2009; Rothwell and Martyn, 2000; Graves et al., 2011; Smith, 2015; Nicolai et al., 2015), which is sometimes close to an unintended lottery (Rothwell and Martyn, 2000; Bediain, 2003; Siler et al., 2015), this suggestion applies randomness in a strictly controlled and rational way.

Such a system would also possess some disadvantages. First, random procedures do not differentiate between good and bad quality. This is the reason why they are preceded by a pre-selection based on quality. It is important to note that the better the pre-selection works, the less the quality of the remaining papers can be distinguished. In this case, the variance in quality is reduced. It becomes much harder to decide which is “the best” or the “second best” paper (March and March, 1977; Denrell et al., 2014). Through focal randomization, the seeming disadvantage becomes an advantage, since otherwise personal preferences and unintended randomness might be decisive (Brezis, 2007). Second, random decisions are considered by many people to be “irrational”. However, seemingly rational decisions are often marred by many biases (Kahnemann, 2011). An example is awarding prizes in some competitions, which turns out to be unintentionally random (Ginsburgh and Weyers, 2014). In such cases, the rationality of decision processes is a
façade; an intentionally random decision based on mathematical probabilities would be much more rational. Third, more articles of low quality could be submitted if scholars knew that random selection played a role. But it could equally be the case that more unorthodox high-quality articles would be submitted because authors would feel more encouraged than with the present system.

5. Concluding remarks

The present practice of performance management in academia based on journal quality lists and impact factors needs reform. Publication in a “good” journal does not indicate that the article is “good”. Empirical research shows that about two-thirds to three-quarters of all published articles are overvalued by these criteria. In contrast, frequently cited articles which have had the misfortune to be published in low-ranked journals are undervalued. We show that this is true for both short citation windows and five-year spans.

We discuss why the present practice has gained so much influence. We suggest this is the case because a majority of authors benefits unduly from the present system. Moreover, performance paradox effects, lock-in effects, and ranking bureaucracies block reforms. Therefore, appealing to scholars individually is not sufficient to change the present practice of performance management. Instead, proposals are needed for changes at the institutional level that give incentives to mitigate the obsession of top journal publications. We discuss three suggestions made in the literature. The first is to inform scholars regularly about the skewed distribution of citations of articles and to show the overlap in the distributions for different-tier journals. The second, more far-reaching, proposal is “open post-publication peer review”, which abolishes ex-ante double-blind peer reviews. The third proposal is the publication of manuscripts on the basis of double-blind ex-ante reviews but “as-is”.

Our own proposal is the most radical. It is based on the insight that fundamental uncertainty is symptomatic for scholarly work. This is indicated by the low prognostic quality of reviews and the low inter-rater reliability revealed by many empirical analyses. Our suggestion takes this evidence into account. It suggests the introduction of a partly random mechanism. Focal randomisation takes place after a thorough preselection of articles by peer reviews. Such a rationally founded and well-orchestrated procedure promises to downplay the importance (or even “tyranny”) of top journals and to encourage more unorthodox research than today.

All four proposals could be initiated in an experimental way, preferably as field experiments. Their outcomes could be evaluated after some years. In any case, they serve to enrich the discussion about the inevitable uncertainty of quality indicators in science.

Declaration of Competing Interest

No conflict of interest.

Appendix A

<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistics</td>
</tr>
<tr>
<td>Number of Citations</td>
</tr>
<tr>
<td>N Validation Missing</td>
</tr>
<tr>
<td>low-ranked journals</td>
</tr>
<tr>
<td>N Valid 83</td>
</tr>
<tr>
<td>Mean 7.5904</td>
</tr>
<tr>
<td>Std. Error of Mean 1.17660</td>
</tr>
<tr>
<td>Median 5.0000</td>
</tr>
<tr>
<td>Std. Deviation 10.71930</td>
</tr>
<tr>
<td>Variance 114.903</td>
</tr>
<tr>
<td>Minimum .00</td>
</tr>
<tr>
<td>Maximum 61.00</td>
</tr>
<tr>
<td>Percentiles 25 2.0000</td>
</tr>
<tr>
<td>50 5.0000</td>
</tr>
<tr>
<td>75 8.0000</td>
</tr>
<tr>
<td>middle-ranked journals</td>
</tr>
<tr>
<td>N Valid 110</td>
</tr>
<tr>
<td>Mean 13.6818</td>
</tr>
<tr>
<td>Std. Error of Mean 1.85594</td>
</tr>
<tr>
<td>Median 9.0000</td>
</tr>
<tr>
<td>Std. Deviation 19.46530</td>
</tr>
<tr>
<td>Variance 378.898</td>
</tr>
<tr>
<td>Minimum .00</td>
</tr>
<tr>
<td>Maximum 143.00</td>
</tr>
<tr>
<td>Percentiles 25 1.0000</td>
</tr>
<tr>
<td>50 9.0000</td>
</tr>
<tr>
<td>75 19.2500</td>
</tr>
<tr>
<td>high-ranked journals</td>
</tr>
<tr>
<td>N Valid 154</td>
</tr>
<tr>
<td>Mean 71.5000</td>
</tr>
<tr>
<td>Std. Error of Mean 4.53468</td>
</tr>
<tr>
<td>Median 52.5000</td>
</tr>
<tr>
<td>Std. Deviation 56.27387</td>
</tr>
<tr>
<td>Variance 3166.748</td>
</tr>
<tr>
<td>Minimum 1.00</td>
</tr>
<tr>
<td>Maximum 205.00</td>
</tr>
<tr>
<td>Percentiles 25 27.7500</td>
</tr>
<tr>
<td>50 52.5000</td>
</tr>
<tr>
<td>75 87.7500</td>
</tr>
</tbody>
</table>
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